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M Omni-Judge: Can Omni-LLMs Serve as Human-Aligned Judges for Text-Conditioned Audio-Video
Generation?

Susan Liang, Chao Huang, Filippos Bellos, Yolo Yunlong Tang, Qianxiang Shen, Jing Bi, Luchuan Song,
Zeliang Zhang, Jason Corso, Chenliang Xu

arXiv preprint, 2026

M 7-AVAS: Can Physics-Integrated Audio-Visual Modeling Boost Neural Acoustic Synthesis?
Susan Liang, Chao Huang, Yunlong Tang, Zeliang Zhang, Chenliang Xu
ICCV, 2025

M BinauralFlow: A Causal and Streamable Approach for High-Quality Binaural Speech Synthesis with
Flow Matching Models

Susan Liang, Dejan Markovic, Israel D. Gebru, Steven Krenn, Todd Keebler, Jacob Sandakly, Frank Yu,
Samuel Hassel, Chenliang Xu, Alexander Richard

ICML, 2025

M Language-Guided Joint Audio-Visual Editing Via One-Shot Adaptation
Susan Liang, Chao Huang, Yapeng Tian, Anurag Kumar, Chenliang Xu
ACCYV, 2024

M AV-NeRF: Learning Neural Fields for Real-World Audio-Visual Scene Synthesis
Susan Liang, Chao Huang, Yapeng Tian, Anurag Kumar, Chenliang Xu
NeurIPS, 2023

M Neural Acoustic Context Field: Rendering Realistic Room Impulse Response With Neural Fields
Susan Liang, Chao Huang, Yapeng Tian, Anurag Kumar, Chenliang Xu
ICCVW, 2023

R Caption Anything in Video: Fine-grained Object-centric Captioning via Spatiotemporal Multimodal
Prompting

Yunlong Tang, Jing Bi, Chao Huang, Susan Liang, Daiki Shimada, Hang Hua, Yunzhong Xiao, Yizhi Song,
Pinxin Liu, Mingqian Feng, Junjia Guo, Zhuo Liu, Luchuan Song, Ali Vosoughi, Jinxi He, Liu He, Zeliang
Zhang, Jiebo Luo, Chenliang Xu
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AAAL 2026 (Best Demonstration Award Runner-Up)

M Why Reasoning Matters? A Survey of Advancements in Multimodal Reasoning

Jing Bi, Susan Liang, Xiaofei Zhou, Pinxin Liu, Junjia Guo, Yunlong Tang, Luchuan Song, Chao Huang, Ali
Vosoughi, Guangyu Sun, Jinxi He, Jiarui Wu, Shu Yang, Daoan Zhang, Chen Chen, Lianggong Bruce Wen,
Zhang Liu, Jiebo Luo, Chenliang Xu

arXiv prerint, 2025

M When to Think and When to Look: Uncertainty-Guided Lookback

Jing Bi, Filippos Bellos, Junjia Guo, Yayuan Li, Chao Huang, Yolo Y. Tang, Luchuan Song, Susan Liang,
Zhongfei Mark Zhang, Jason J. Corso, Chenliang Xu

arXiv prerint, 2025

R VERIFY: A Benchmark of Visual Explanation and Reasoning for Investigating Multimodal Reasoning
Fidelity

Jing Bi, Junjia Guo, Susan Liang, Guangyu Sun, Luchuan Song, Yunlong Tang, Jinxi He, Jiarui Wu, Ali
Vosoughi, Chen Chen, Chenliang Xu

arXiv prerint, 2025

M High-Quality Sound Separation Across Diverse Categories via Visually-Guided Generative Modeling
Chao Huang, Susan Liang, Yapeng Tian, Anurag Kumar, Chenliang Xu
Cy, 2025

M ZeroSep: Separate Anything in Audio with Zero Training

Chao Huang, Yuesheng Ma, Junxuan Huang, Susan Liang, Yunlong Tang, Jing Bi, Wenqiang Liu, Nima Mes-
garani, Chenliang Xu

NeurIPS, 2025

M Harnessing the Computation Redundancy in ViTs to Boost Adversarial Transferability
Jiani Liu*, Zhiyuan Wang*, Zeliang Zhang*, Chao Huang, Susan Liang, Yunlong Tang, Chenliang Xu
NeurIPS, 2025

MR MMPerspective: Do MLLMs Understand Perspective? A Comprehensive Benchmark for Perspective
Perception, Reasoning, and Robustness

Yolo Y. Tang, Pinxin Liu, Zhangyun Tan, Minggian Feng, Rui Mao, Chao Huang, Jing Bi, Yunzhong Xiao,
Susan Liang, Hang Hua, Ali Vosoughi, Luchuan Song, Zeliang Zhang, Chenliang Xu

NeurlPS, 2025

M Video-LMM Post-Training: A Deep Dive into Video Reasoning with Large Multimodal Models

Yolo Y. Tang, Jing Bi, Pinxin Liu, Zhenyu Pan, Zhangyun Tan, Qianxiang Shen, Jiani Liu, Hang Hua, Jun-
jia Guo, Yunzhong Xiao, Chao Huang, Zhiyuan Wang, Susan Liang, Xinyi Liu, Yizhi Song, Junhua Huang,
Jia-Xing Zhong, Bozheng Li, Daiqing Qi, Ziyun Zeng, Ali Vosoughi, Luchuan Song, Zeliang Zhang, Daiki
Shimada, Han Liu, Jiebo Luo, Chenliang Xu

arXiv preprint, 2025

R VIDCOMPOSITION: Can MLLMs Analyze Compositions in Compiled Videos?

Yunlong Tang, Junjia Guo, Hang Hua, Susan Liang, Mingqgian Feng, Xinyang Li, Rui Mao, Chao Huang, Jing
Bi, Zeliang Zhang, Pooyan Fazli, Chenliang Xu

CVPR, 2025

M Rethinking Audio-Visual Adversarial Vulnerability from Temporal and Modality Perspectives
Zeliang Zhang*, Susan Liang*, Daiki Shimada, Chenliang Xu
ICLR, 2025



R High-Quality Visually-Guided Sound Separation from Diverse Categories
Chao Huang, Susan Liang, Yapeng Tian, Anurag Kumar, Chenliang Xu
ACCYV, 2024 (Best Paper Honorable Mention)

M Scaling Concept With Text-Guided Diffusion Models
Chao Huang, Susan Liang, Yapeng Tian, Anurag Kumar, Chenliang Xu
arXiv preprint, 2024

M Learning to Transform Dynamically for Better Adversarial Transferability
Rongyi Zhu*, Zeliang Zhang*, Susan Liang, Zhuo Liu, Chenliang Xu
CVPR, 2024

M Random Smooth-based Certified Defense against Text Adversarial Attack
Zeliang Zhang, Wei Yao, Susan Liang, Chenliang Xu
EACL, 2024

M Video Understanding with Large Language Models: A Survey

Yunlong Tang*, Jing Bi*, Siting Xu*, Luchuan Song, Susan Liang, Teng Wang, Daoan Zhang, Jie An, Jingyang
Lin, Rongyi Zhu, Ali Vosoughi, Chao Huang, Zeliang Zhang, Feng Zheng, Jianguo Zhang, Ping Luo, Jiebo Luo,
Chenliang Xu

arXiv preprint, 2023

R UNICON+: ICTCAS-UCAS Submission to the AVA-ActiveSpeaker Task at ActivityNet Challenge 2022
Yuanhang Zhang*, Susan Liang*, Shuang Yang, Xiao Liu, Zhongqin Wu, Shiguang Shan
CVPRW, 2022

R UniCon: Unified Context Network for Robust Active Speaker Detection
Yuanhang Zhang*, Susan Liang*, Shuang Yang, Xiao Liu, Zhongqin Wu, Shiguang Shan, Xilin Chen
MM, 2021 (Oral)

R ICTCAS-UCAS-TAL Submission to the AVA-ActiveSpeaker Task at ActivityNet Challenge 2021
Yuanhang Zhang*, Susan Liang*, Shuang Yang, Xiao Liu, Zhongqin Wu, Shiguang Shan
CVPRW, 2021
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